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At a Glance

Worsening power asymmetries are at the heart of much conflict, harm,

and governance dysfunction in the digital domain.

Power in and over the digital realm is more concentrated than ever before,

as outsized corporate influence and increasing government control create

a trajectory for the digital future that imperils security, equity, and human

rights.

At the same time, the digital domain is the most active battlefield in an

escalating, zero-sum power struggle between the U.S. and China, and

intensifying skirmishes between established and emergent leaders in

digital tech such as Russia and India.

Countering global power imbalances and promoting an equitable, safe

digital domain will take an intentional approach to expanding the multi-

stakeholder global governance ecosystem.

We have an opportunity to get in front of some of the worst possible harms

stemming from artificial intelligence right now. To do that, we will need to

invest in institutional vehicles committed to paying it forward to future

generations when it comes to ensuring a safe, secure, and equitable digital

domain.

Stewardship of connectivity needs to shift away from internet service

providers and corporate power toward a more distributed model based on

various fail-safes so as to enable alternative and redundant means of

access.

In the contest to shape global standards in areas like cybercrime,

privileging regional guidelines could prove more fruitful than the pursuit

of universal requirements.

To reduce global conflict and harm from digital surveillance, democracies

should practice what they preach and ban commercial spyware outright.

The big data value chain must be reformed to afford individuals and less

influential countries more rights and proceeds from their data.

• 

• 

• 

• 

• 

• 

• 

• 

• 
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Executive Summary

The digital world is in disarray. For all their benefits, digital technologies have

unleashed harms ranging from algorithmic bias and disinformation to

ransomware attacks. Rising inequality, social and political divisions, and

escalating geopolitical tensions have darkened more hopeful visions of our

shared digital future. Tech companies, arguably the most powerful private

entities in history, are racing to deploy powerful artificial intelligence (AI)

systems that will transform societies. At a time when global cooperation is

essential, governance is fragmented within the different layers of the digital

domain and failing to manage risk and conflict. Never before has the future of the

digital revolution felt so uncertain and contested.

By now, the ills of digitization are well-trod research terrain. Yet, there are poorly

understood divergences in how different nations, sectors, epistemic

communities, and socioeconomic groups perceive, experience, and address

digital harm. From January through June 2023, New America’s Planetary Politics

initiative undertook a research agenda to understand these fault lines and to

identify first-order principles that could move the digital world toward greater

safety and equity. To do this, we conducted an extensive literature review,

consulted with experts and hosted workshops, and convened a global,

multidisciplinary group of researchers, technologists, and policymakers we

named the Digital Futures Task Force.

The first part of this analysis was focused on five issue areas in digital

technology that are driving conflict, human rights violations, and socioeconomic

displacement: (1) AI and algorithmic decision-making, (2) digital access

and divides, (3) data protection and data sovereignty, (4) digital identity

and surveillance, and (5) transnational cybercrime.

We then mapped the where, why, and how of the ways competition, contestation,

and cooperation in those five issue areas are shaping the patchy global digital

governance landscape today. What came through right up front was that trend-

setting nation-states including the United States, China, European Union, and

India have divergent visions for the digital future. Arguably, Russia, too, falls

within this category of trendsetters as well but more as a result of its default to

adopting policies, customs, and approaches to tech governance that fall in line

with China’s vision. Now more than ever, we see the ways clashes between those

trend-setting states are spilling into the open in multilateral fora focused on

shaping global cyber norms. Large American technology companies are digital

sovereigns in their own right, with governing power to rival that of governments.

Amid increasing contestation, multi-stakeholder institutions still find consensus

among diverse interests to manage the global internet.

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 7



From our dialogues, consultations, and analysis, a fundamental conclusion

emerged: An over-concentration of power and severe power asymmetries are

causing conflict, harm, and governance dysfunction in the digital domain.

Whereas the internet began as a distributed enterprise that connected and

empowered individuals worldwide, extreme concentrations of political,

economic, and social power now characterize the digital domain. Power

imbalances are especially acute between developing and wealthy nations, as a

handful of rich-world tech companies and nation-states control the terms and

trajectory of digitization.

The Digital Futures Task Force identified first principles for positive

interventions and explored governing frameworks for countering power

asymmetries and steering the world toward a safer, more equitable digital future.

At a conceptual level, this will take not a single international agency, but rather a

networked, multi-stakeholder ecosystem of institutions, agreements, and

initiatives that work as a fluid, shifting, federated whole, like, in the words of one

task force member, a school of fish moving individually yet in concert through a

changing current.

On a more practical level, a few takeaways and first principles stood out as in

need of urgent attention:

We have a critical opportunity to get ahead of possible harms that will

stem from AI; science and citizen-centric fora like the Pugwash

Conferences on Science and Technology offer a model means of

refocusing the digital governance ecosystem beyond the myopic logic of

national sovereignty.

Amid digital divides and increasing government control over the internet,

multilateral and multi-stakeholder agencies should invest in fail-safes,

alternative or redundant means of access, that can shift the stewardship of

connectivity away from concentrated power centers.

Regional standards that respect diverse local circumstances can help

generate global cooperation on challenges such as cybercrime.

To reduce global conflict in digital surveillance, democracies should

practice what they preach and ban commercial spyware outright.

Redistributing the value from big data can diminish corporate power and

empower individuals.

From a research perspective, more work is needed to understand and draw

attention to the ways digital power asymmetries between the rich and developing

worlds are shaping opportunity, risk, and sovereignty. In the next year, we plan to

1. 

2. 

3. 

4. 

5. 
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reconvene an expanded Digital Futures Task Force to conduct further analysis in

two areas: (1) AI governance and impacts in the developing world and (2) the

battles over digital sovereignty playing out in Africa, Latin America, Southeast

Asia, and the Middle East.

We intend this report and the next phase of work as a modest contribution to the

effort to bring about principled stewardship of the digital domain. We believe

more global engagement and attention to power imbalances are essential to

address the widening gaps among nations and resolve conflicts between

corporations, governments, and citizens over the contours of sovereignty in the

digital domain.

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 9



Introduction

As we enter the age of AI, the digital future appears uncertain. Even before the

advent of large language models, digital technologies were straining and

fracturing economic, political, and social systems. From Myanmar to the United

States, algorithmically boosted hate and disinformation fuel polarization and

political violence. Digital state surveillance violates human rights, while

corporate surveillance deprives citizens of value and dignity and drives addictive

social media platforms that many think are precipitating a mental health crisis

among teenagers and young adults.  Cybercrime causes billions of dollars in

losses to governments and companies and threatens critical infrastructure. The

open, global internet is in peril, as governments more frequently shut down

access and seek to steer cyber norms toward authoritarian frameworks. Control

of data, network infrastructure, semiconductors, and governance of the internet

itself is at the heart of escalating geopolitical competition, particularly between

the U.S. and China.

It will take governance systems to mitigate the risks and harms of the digital

revolution. Yet so far, global digital governance is incoherent and patchwork—

fractured along technical, national, geographic, and sectoral lines. Countries

impose domestic regulations, but cyberspace is transnational, and digital

technologies proliferate at astonishing speed. These technologies challenge the

centuries-old notion of sovereignty as distinctly territory-bound, a consensus

that has underpinned the international order for centuries. The sovereignty of

nation-states still depends on control over physical terrain, but in the

theoretically borderless landscape of cyberspace, sovereignty is unbound from

conventional geography.

Geopolitical competition, divergent national visions of digital sovereignty and

governance, and the power of the private sector mean nation-states struggle to

agree on norms to sustain an equitable, safe, and innovative digital domain. The

consequential, and in some cases widening, divides between developing and

wealthy nations over priorities, impacts, perspectives, and resources illustrate the

need not so much for consensus as for justice. Effective global digital governance

will depend not on imposing conformity or aligning ideologies, but on developing

frameworks and institutions that can rectify power imbalances, as well as make

space for areas of agreement and cooperation.

1
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“Effective global digital governance will depend not on
imposing conformity or aligning ideologies, but on developing
frameworks and institutions that can rectify power
imbalances, as well as make space for areas of agreement and
cooperation.”

The scale and complexity of the digital domain makes global governance all the

more difficult. Consider, for example, the current dynamics of global cooperation

and competition in each of the internet’s four layers. The physical layer features

intensifying competition between the U.S. and China to control network

architecture and infrastructure, such as subsea cables and semiconductors.  The

logic layer, the “central nervous system of cyberspace,” functions coherently

under the supervision of multi-stakeholder bodies like the Internet Corporation

for Assigned Names and Numbers (ICANN), but autocratic countries are trying

to bring this layer under greater state control, which threatens to splinter the

global internet.  The platform or application layer is highly fragmented, with

different nations adopting different regulatory frameworks and Silicon Valley

corporations in the United States wielding more governance power than all but a

handful of nations. The machine layer, where powerful AI systems are emerging,

is the focus of many regulatory proposals, yet risks defaulting to the same

shambolic governance dynamics of the platform layer.

With these challenges and issues in mind, New America’s Planetary Politics

initiative spent six months examining fault lines in the digital domain and the

gaps and prospects for global digital governance. We started with an examination

of digital harm worldwide. There are a variety of reasons to start with harms

when thinking about the governance of an emerging technology. For one, it is

generally easier to find agreement around the question of what is harmful rather

than the question of what is good, as humans are wired to be risk-averse,

overweighting the impact of potential negative outcomes relative to potential

gains.  The legal and ethical codes of societies tend to focus on deterring what is

bad rather than encouraging what is good.

We focused on five issue areas that are generating risk and harm for societies

everywhere:

AI and algorithms;

Digital access and divides;

2

3

4
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Data protection and data sovereignty;

Digital identity and digital surveillance; and

Transnational cybercrime.

We conducted a literature review to understand the tensions and areas of

contestation in the academic, policy, and public debates surrounding these

issues. Then, to deepen and broaden the inquiry, we convened groups of experts

and practitioners. The first forum was a workshop featuring scholars and civil

society leaders who either study, manage, or are otherwise involved in initiatives

that attempt to exercise democratic governance over aspects of the digital

domain (e.g., the Facebook Oversight Board, the Global Network Initiative, the

Digital Trust and Safety Partnership). A series of virtual consultations followed,

including one with former leaders of ICANN, the multi-stakeholder body that

manages the Domain Name System (DNS), the phonebook of the indexed

internet.

The culmination of this effort was the establishment of the 30-member Digital

Futures Task Force, the first step on a multiyear process that New America has

undertaken to shape the public debate on preventing, mitigating, and managing

digital harms. The task force consists of five working groups, one for each issue

area. Each working group had six members, each either hailing from or focused

in their work on a different region: Africa, Latin America, North America,

Europe, the Middle East, and Asia. We anticipate that membership will continue

to grow as we take aim at making the debate about the digital future more

inclusive and equitable.

The geographical range aimed to bring developing and wealthy nations’

perspectives in equal weight. Task force members include distinguished scholars

and researchers, diplomats, law enforcement officials, technologists,

entrepreneurs, and lawyers. The essential selection criteria was diversity—of

nationality, identity, expertise, and experience. In May, the task force convened

for a two-day symposium in Washington, DC, in which the working groups

mapped harms and areas of contestation in their issue area and began pointing

the way to principles and frameworks for governance.

We had three questions to answer.

First, we sought to identify some of the global fault lines that are shaping the

digital future: Where and how do scholars, policymakers, cultures, sectors, and

socioeconomic groups diverge in their experience and perception of digital harm

and risks? Second, we wanted to map the existing global digital governance

landscape: Which nations, companies, multilateral organizations, and multi-

stakeholder bodies are shaping the digital domain, and how? Lastly, we wanted

4. 

5. 
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Digital Fault Lines

AI and Algorithmic Decision-Making

First coined in the 1950s by American computer scientist John McCarthy, the

term artificial intelligence refers to machines that can learn and make decisions or

predictions in ways that simulate or mimic human intelligence.  Scholars treat AI

as an umbrella concept that encompasses a range of both current and potential

future technologies. They credit this flexibility for enabling continuity even as the

technology and its uses have changed, but the lack of a precise definition has

confounded alignment among legislative and regulatory processes and has

invited litigation.

In policy debates, the most salient branch of AI is machine learning, whereby

algorithms trained on datasets to detect patterns and make inferences are able to

describe something, predict what will happen, or prescribe what action to take.

Machine learning has advanced at an astonishing pace in recent years, owing to

falling costs of computation, the availability of massive amounts of data, and the

development of more sophisticated algorithmic models.  Machine learning is

now commonplace, at use around the world in sectors including health care,

entertainment, manufacturing, policing, and national security. These systems

have unlocked greater efficiencies, generating billions in revenue, and helping

solve public policy problems, such as social assistance targeting.

They also carry risks and harms. Ill-designed or insufficiently trained systems

have caused physical injury and even death, such as in the case of vehicle crashes

caused by autonomous self-driving systems.  The massive quantities of data

collected to train AI systems raise concerns for privacy, as researchers argue that

the established privacy discourse—which relies on the assumption that data is a

tradable good over which its creator has agency—is moot when a system’s

operations are so complex that they cannot be understood, a growing power

asymmetry present in AI systems.  Extensive literature has illustrated the

propensity for opaque, algorithm-based machine learning systems to exhibit bias

and discriminate based on race, gender, or other socioeconomic qualifiers.

The advent of powerful generative AI systems has shaped and supercharged

public and policy debates about the technology. In November 2022, the private

firm OpenAI publicly released ChatGPT, a chatbot built atop a so-called large

language model, which trains a layered neural network on massive datasets in

order to predictively generate text or code. ChatGPT was at the time the fastest-

growing consumer application in history, attracting 100 million monthly active

users in two months.  Similarly powerful chatbots from Microsoft, Google, Meta,

and others followed. Advanced machine learning systems had been on the public

5
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radar for years, but the capability and human-like output of these generative

chatbots sparked a high-profile, fractious debate about the harms and risks of AI.

The most prominent voices in the debate are those warning of speculative,

catastrophic risks of AI. Their central concern is the direct alignment problem,

the question of how to ensure that an AI system pursues the goals and intentions

of the humans who created it. The most extreme scenario of misaligned AI

envisions a system escaping human control and pursuing goals that threaten

human rights, safety, or existence.  A statement released by the nonprofit Center

for AI Safety, that reads “Mitigating the risk of extinction from AI should be a

global priority alongside other societal-scale risks such as pandemics and nuclear

war,” has been signed by dozens of leading AI technologists, researchers, and

other notable public figures.

Others criticize the focus on speculative extinction risk, insisting that it distracts

from—and even exacerbates—more likely and urgent risks stemming from

human misuse of AI systems and their propensity to concentrate power,

exacerbate structural discrimination, and further inequality.  AI is not a

creature, but rather a set of tools, and the pressing concerns for society—

researchers such as Princeton Professor Arvind Narayanan argue—stem not from

the prospect of a rogue AI, but rather from the humans who design and deploy it.

Humans might build and use AI tools in harmful or malicious ways, such as

developing autonomous weapons systems, producing sophisticated

disinformation, or distributing the knowledge to create biological, chemical, or

cyber weapons.  Less directly, a system will express the worldview and interests

of its creator in ways that can harm others. As political theorist Langon Winner

noted, all technologies “have politics,” in that they reflect the preferences and

biases of their creators.

Right now, the prevailing source of such bias in AI systems is that they are being

developed primarily by white, American men in the service of private and

corporate interests like profit and shareholder returns. A decade ago, universities

developed most of the cutting-edge machine-learning systems, but industry now

dominates.  The risks emerging as a result include labor market displacement,

environmental damage, economic inequality, and racism.  These impacts

disproportionately harm marginalized communities, especially in developing

nations.
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The global AI labor market is illustrative of these risks. Though there are

emerging AI ecosystems in developing countries such as Brazil, Kenya, and India,

research and development of AI systems is heavily concentrated in a handful of

rich-world cities.  One analysis conducted at the start of 2023 found that more

than 50 percent of all venture capital investments to AI startups went to

companies based in the San Francisco Bay Area.  Yet millions of gig workers,

many of whom live in the developing world, perform the menial labor necessary

for building and maintaining AI systems.  Workers in countries such as India,

Kenya, and Nigeria are paid as little as $1.50 per hour to perform tasks such as

data annotation and labeling for content moderation, which often entails

scrutinizing violent, traumatic videos for hours on end.

20
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Researchers and firms project the AI revolution will usher in unprecedented

economic precarity, as tens or hundreds of millions of jobs might be lost to

automation over the next decade.  And though AI systems are expected to add

as much as 7 percent to global GDP by 2030, those proceeds will be unequally

distributed; McKinsey Global Institute projects that rich-world AI leaders will

accrue an additional 20 to 25 percent in net economic benefits, compared to 5 to

15 percent in developing countries.

Thus, at the root of the AI harm debate are deep divisions along geographic,

economic, social, and ethnic lines. Those who own, develop, deploy—and hence

stand to be most enriched by AI systems—and dominate the risks discourse, are

generally ethnic majorities from well-off cities, especially in the U.S., Europe, and

China. The rest of the world—the workers, the ethnic minorities, and the poor

who have little power and voice in the debate—may see their lives upended by

this powerful new technology.  The pressing problem is not the direct alignment

problem, but rather the social alignment problem—the question of ensuring that

an AI system serves the goals not just of the entity that created it, but of society

more broadly. Will the market be left to decide, or will governments and societies

mobilize to steer the technology toward public goals?

The Digital Futures Task Force working group on AI developed a taxonomy of AI

harm. This taxonomy is broad enough to pertain to different jurisdictions,

countries, and groups and can be applied to present-day systems and those of the

future.

24
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Input harms refer to those stemming from a system’s inputs (i.e., the

datasets used to train AI models). The data—whether individual images

labeled by humans or massive amounts of online text ingested by large

language models—have an embedded substrate of systems of thought,

culture, and power. One working group member quipped that “historical

data doesn’t have the luxury of historical amnesia.” Other harms can

emerge when training data do not represent the context where a system is

being used. For instance, a farming AI trained on European agricultural

data would be ill-suited for Africa. Definitional disconnects—“justice,” for

example, means something different in Islamic thought than it does in

Western thought—raise a fundamental epistemological problem, as much

of the world’s potential training data reflect only two intellectual

traditions: the Western, Judeo-Christian and the Eastern, Confucian. As

algorithms adjudicate and implement more and more activities, other

traditions of knowledge risk further marginalization.

Design harms emerge from how an algorithm is built and who builds it.

Some look to the idea of participatory design to mitigate potential design

harms, as many researchers, policymakers, and even industry

technologists admit the need for more diverse design teams and civic

participation. Our working group, however, noted that participation is a

luxury enjoyed by educated, socioeconomically well-off elites. When it

does occur, participation is often meaningless, as it does not automatically

translate to ownership or influence.

Procedural and access harms arise when opacity, inscrutability, and

secrecy surrounding the use and process of an AI system in decision-

making violates individuals’ procedural rights. In various settings, such as

hiring or criminal justice, an AI system could be used to make a decision

about individuals without their awareness, leaving them unable to

challenge its use. Further, the operations of many complex algorithmic

models are either hidden from public view or so complex as to be

inscrutable, which precludes the possibility of identifying errors and

making a case for redress.

Outcome harms describe the adverse physical, social, economic, and

psychological range effects of negative consequences that arise from the

application and deployment of implementation of AI. These can include

physical, social, emotional, and economic damages resulting from system

outcomes such as autonomous vehicle accidents or the political strife

caused by the spread of deepfake videos.

Accountability harms relate to issues regarding inadequate or unclear

responsibility for an AI system and its actions. Who is responsible for the

decisions made by an algorithm? Who is at fault when one of those

2. 
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decisions causes harm? Various mechanisms may help ensure

accountability, such as liability laws and algorithmic auditing.

Digital Access and Divides

Digital divides encompass disparities in infrastructure and investment in digital

technologies between the rural and the urban, between developing and wealthy

nations, and among different socioeconomic and identity groups within societies.

While wealthy countries push forward into new digital frontiers such as AI,

developing economies still have limited access to digital markets, technologies,

and broadband, as well as slower internet speed and a lack of opportunities for

digital entrepreneurship.

The most fundamental barriers to digital access are physical: unreliable

electricity, lack of wired internet access, and other network infrastructure

shortcomings. For example, more than 63 percent of internet exchange points

(IXPs), the physical infrastructure that maintains local internet traffic and

reduces the costs and latency associated with long-distance traffic exchanges

between internet service providers (ISPs), are located in Organization for

Economic Cooperation and Development (OECD) countries.  For example,

Sweden has nine IXPs, while Colombia, a country 2.5 times larger in size, has one.

 This infrastructure imbalance translates to higher internet traffic costs and

slower internet speeds for those in developing economies.

Internet access is similarly divided by geography, with most of the 2.7 billion

unconnected located in the developing world.  Internet penetration is 89 percent

in Europe, over 80 percent in the Americas, and 70 percent in the Arab states,

compared to 61 percent in Asia and 40 percent in Africa.
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Differences in internet connectivity and use also extend to gender, age, and rural

versus urban populations. As of May 2023, there were 310 million fewer women

accessing the internet than men, with women 7 percent less likely to own a

mobile phone and 19 percent less likely to use mobile internet than men.

Younger populations are more likely to be online, with 75 percent of global youth

(aged 15 to 24) connected to the internet, compared to 65 percent of the rest of

the population.  In 2021, the number of internet users in urban areas was double

the number in rural areas.  Research has demonstrated significant positive

associations between internet use and wage growth, which indicates that certain

digital skills and behaviors were rewarded by the labor market.

Though all of this data paints a clear picture of the digital divide, there are

disagreements around the definition of access. In multi-stakeholder forums such

as the Internet Governance Forum (IGF), representatives from wealthy nations

have dominated the discussion by framing access as a human rights issue, rather

than focusing on more immediate concerns such as the need for infrastructure

and investment.  The wider debate over how to expand access is a clash of two

visions, the “free market” view, often promoted by large companies, versus

“universal service,” whereby a government ensures all citizens have access to the

internet. In addition, wealthy nations prioritize issue areas related to internet use

and coordinated security policies, while developing nations are concerned with

the high costs of international internet traffic and infrastructure development.

33

34

35

36

37

38

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 19



“The wider debate over how to expand access is a clash of two
visions, the ‘free market’ view, often promoted by large
companies, versus ‘universal service,’ whereby a government
ensures all citizens have access to the internet.”

The task force also noted that having access does not necessarily mean freedom

of use. Even with physical access to the internet, the design and control of digital

infrastructure can prevent free use. The prevailing paradigm of internet

infrastructure design and ownership, which is highly centralized, enables

shutdowns, which occur when an ISP or government deliberately terminates

access to the internet. ISPs are few, and in many jurisdictions they are state-

controlled, which concentrates decision-making related to internet access, online

content, and cost.

Beyond access are overlapping divides in digital skills, digital use, quality of

infrastructure, and content availability. The International Telecommunication

Union (ITU) organizes its goals for bridging the digital divide into two categories: 

universal connectivity and meaningful connectivity.  It identifies physical,

financial, socio-demographic, cognitive, institutional, political, and cultural

factors that affect access.  Despite the multilateral body’s efforts to build

consensus among nation-states, there is a lack of alignment among governments,

technology companies, start-ups, and nonprofits on the root causes, definitions,

issues, and consequences of the digital divide and the overall digital economy.

Without harmonization, collaboration has been difficult, as each stakeholder has

a limited view of what is a multifaceted issue.

Geopolitical tensions pose another challenge, especially as technology becomes

increasingly central to the power struggle between the U.S. and China.  One of

the battlefields of this strategic competition is access to the internet itself,

particularly in the developing world, which is highly reliant on American,

Chinese, and European digital infrastructure. As part of its Belt and Road

Initiative, China has invested heavily in building digital infrastructure for

developing nations; its investment in the African technology sector totaled $7.19

billion from 2005 to 2020.  Chinese telecoms have been building submarine

cables in the developing world, including a 12,000-kilometer cable connecting

Pakistan, Europe, and East Africa (called PEACE) that will be maintained by

Huawei.  Chinese hardware frequently includes surveillance technologies,

which allows governments, as well as the Chinese, to collect data and manipulate

online content, which poses a threat to democracy.
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Mobile phone advertisement in Kampala, Uganda: January 23, 2018. 

Source: Shutterstock 

To counter China’s expansion, the U.S. is rallying G-7 nations, the World Bank,

ITU, and American and European companies to increase investment in

submarine cables.  It is also using the threat of sanctions to deter countries from

accepting Chinese projects.  Tech giants such as Alphabet, Meta, and Microsoft

stand to benefit from increasing U.S. efforts to build digital infrastructure in the

developing world, as more bandwidth in the developing world translates to more

hours on their platforms and thus more ad revenue.  However, some researchers

warn that if the future of the infrastructure of the internet is entrusted solely to

monopolistic technology corporations, the internet will become an ever-more

commercialized space primarily serving the financial interests of a handful of

companies.

Issues of power and justice, meanwhile, remain perennial. Wealthy nations are

often the producers of digital technologies and infrastructure and designers of

virtual worlds and experience, while developing nations are perpetual

consumers. Developing countries are caught between either relinquishing digital

sovereignty and giving up control of internet infrastructure or continuing to

endure high international traffic costs and slow internet speeds. Some observers

call this state of affairs “digital colonialism,” the twenty-first century version of

the nineteenth century “Scramble for Africa,” where imperialist nations sought

to divide, conquer, and exploit the whole continent for resources.  In an

ominous echo of colonialism’s tainted past, today’s subsea cables often follow the

same shipping routes of the colonial powers in the original contest.
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Data Protection and Data Sovereignty

Source: Shutterstock 

Data protection refers to a set of norms regarding the acceptable use, transfer, and

ownership of data that extend beyond the concept of privacy. It has been defined

in conflicting ways in various countries.  The European Union (EU) put forth the

most widely accepted definition via the General Data Protection Regulation

(GDPR), which treats data protection as a stand-alone right and addresses the

abuse, collection, and processing of personal data.  The GDPR sets limits on

data collection, storage, and processing, and creates enforceable standards for

lawfulness, fairness, accountability, and transparency.  It also includes the “right

to be forgotten,” whereby users can demand that a company remove their data

completely.

Although the European definition has gained traction globally as countries

seeking to maintain cross-border data flows with the EU have adopted similar

regulations, other nations challenge the European conception of data protection.

The U.S. lacks comprehensive federal data protection legislation and has only

sector-specific laws that protect education or health data, for instance. Some U.S.

states, such as California have begun to debate and embrace some of the

definitions and approaches encompassed in the EU GDPR model. India recently

passed a bill for data protection similar to the GDPR; however, it also allows state

access to data under certain circumstances, which are determined by the

government, without public input. China has a strict data protection policy, but,

like India, allows government access to personal data and, unlike India, restricts

cross-border data flows.
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As a starting point for mapping the global fault lines in this area, the task force

began by disentangling the terms data privacy and data protection. Notions of

privacy are grounded in values and norms and vary widely among different

cultures, so it would be difficult for a shared understanding of data privacy to

emerge and form the basis for a global data protection governance framework. As

a general approach, the group determined that discussions about data protection

must start with values, then move to rights, and finally consider implementation.

Related to data protection is the notion of data sovereignty, which is also a

contested term that came into vogue after former National Security Agency

employee Edward Snowden disclosed the U.S. and U.K. governments’ metadata

surveillance program.  A basic definition of data sovereignty is “a state’s ability

to control data originating and passing through its territory.”  Because

cyberspace transcends geographic borders, it poses a direct challenge to the

prevailing terrestrial nation-state conception of sovereignty as geographically

bound quality determined by international or regional agreement. Other

literature describes data sovereignty as it relates to the individual, with some

authors likening it to bodily sovereignty endowed to citizens per Enlightenment

conceptions, particularly when it comes to health data, and tying it to the right to

personal data protection.  Across the scholarly discourse, the prevailing themes

when it comes to data sovereignty are control and power: Who has sovereignty

over different kinds of data, and what can those entities do with that data?

Among nations, data sovereignty is a highly contentious issue. The EU believes

that states should have control over the data of its citizens to protect their rights

from the overreach of corporations, law enforcement and intelligence agencies,

and government regulators. The U.S., on the other hand, sees the control of data

as conferring national economic and security benefits and protecting the U.S.

from foreign adversaries.  After the Snowden revelations exposed the extent of

U.S. data abuse on national security grounds, this divergence broke out into the

open, as the EU terminated the “EU-U.S. Safe Harbour Agreement” and

subsequently the “Privacy Shield,” which served as the legal frameworks for

regulating cross-border commercial data flows between the EU and the U.S.

In July 2023, the EU and U.S. came to a new adequacy decision under the EU-U.S.

Privacy Framework, which European officials claimed is a “very robust solution”

to a long-standing legal debate. However, Max Schrems, an Austrian activist

whose legal challenges to the past two privacy frameworks led to their

invalidation by the Court of Justice of the EU, has announced that he will

challenge this latest iteration.  The survival of the agreement, as well as any

prospective successors, will likely remain in question so long as the U.S.

continues to collect the data of foreign nationals under Section 702 of the Foreign

Intelligence Surveillance Act.  At the core of this disagreement is the desire to

exercise control over data.
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Nation-states attempt to control data by implementing data localization

measures, whether for purposes of national security, law enforcement, or

influence over the private sector.  For example, in China, the Data Security Law

bans the transfer of all types of data within China to foreign legal or enforcement

authorities, unless approval is granted by Chinese government officials.  While

China has strict laws protecting citizens’ data from foreign extradition, there are

no regulations that protect citizens’ data from the Chinese government. Despite

China's efforts for stricter control over data generated within its territory, the

government itself is not bound by the same limitations.

Harm related to data protection and data sovereignty does not necessarily

require the actual misuse of data, such as when data are used to generate

predictions about individuals. Even perceptions of data-related harm have

deepened distrust between developing nations, powerful countries, and big tech

firms. That distinction led the Digital Futures Task Force working group to

develop a taxonomy of harm that distinguished between perceived versus

measurable harms. A measurable harm might be the use of health data to drive

up insurance premiums.

Perceived harms, on the other hand, are grounded in the values of the individual

or community. An absence of trust in a digital technology would count as a

perceived harm. Furthermore, these harms can occur at different levels:

individual, group, societal, national, and geopolitical. An individual may

experience harm through a loss of privacy or the misuse of personal data to

predict a certain behavioral outcome. A group harm could manifest as an

algorithmic bias against a marginalized community, such as immigrants. Societal

harm could arise from interference in political processes. Geopolitical harm

could be an imbalance in the benefits derived from the data economy between

wealthy and developing nations.

“The global, open internet relies on cross-border data flows.
Impeding those flows for reasons of security or sovereignty
reduces the openness and innovation potential of the
internet.”

The task force identified the top three areas of contestation in the global debate

over data: cross-border data flows, usability, and value. The global, open internet

relies on cross-border data flows. Impeding those flows for reasons of security or
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sovereignty reduces the openness and innovation potential of the internet. The

usability of data determines its potential benefit and so determining usability is a

fault line in data protection. Finally, the appraisal of value—how data are

appraised and who is doing the appraising—raises questions about the

beneficiaries of data-generated value and the equitable distribution of such

gains. At the moment, the economic benefits from data extraction and processing

primarily accrue to private firms, which are predominantly located in the U.S. and

China. The central conflict over data sovereignty arises from the inherent

asymmetry of power between those who create the data and those who extract

and control the data.

Digital Identity and Surveillance

Digital identity systems, which are an online representation of a person’s

attributes and credentials, can bestow economic and political opportunities on

vulnerable populations while also enabling government or corporate

surveillance. More than 850 million people, most of whom live in low-income

countries or are members of marginalized populations, lack official identification.

 As a result, they are often invisible in the eyes of the state and face economic

and legal deprivations, such as the inability to open a bank account; barriers to

accessing government services such as social assistance payments and health

care; forced eviction; and the threat of judicial and legal abuses.

A digital ID based on biometric data, such as fingerprints or iris scans, can enable

governments and nonprofits to identify and deliver benefits to populations in a

way that minimizes fraud or inaccuracy. But these systems also introduce the risk

of harm, such as privacy violations, personal data abuse, discrimination, and

potential for human rights abuses. Debates about digital ID are most salient in

the context of development and humanitarian assistance.

Proponents point to benefits, such as access to social services. The government

of India’s population-wide digital ID system Aadhaar has expanded financial

inclusion and improved the targeting of welfare payments.  International

organizations such as the UN High Commissioner for Refugees (UNHCR)

routinely use digital ID to deliver food and cash assistance to refugees and

internally displaced populations.  But critics note that digital ID systems can

enable surveillance to exploit vulnerable populations. Governments might use

digital ID programs to identify and persecute minorities.  Humanitarian

organizations often contract the development and maintenance of digital ID

systems to private corporations, which can introduce risks related to data

protection and abuse.

Some scholars argue that these arrangements perpetuate a form of

“technocolonialism,” whereby the extraction of data from aid recipients enables

multinational corporations to exploit vulnerable populations and experiment

63

64

65

66

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 25



with emerging technologies.  There are deep power inequities present in these

transactions, as refugees, asylum seekers, and other vulnerable peoples are

measured and translated into data in exchange for aid.

Digital identity can lead to harms such as increased surveillance, including

concerns over how data are collected and used in creating personal and group

generalizations. In addition to surveillance, this practice of labeling is often done

for marketing purposes. Digital identities provided by nonprofits or international

organizations can also crowd out national legal identification. For instance, in

providing digital identities for refugees, UNHCR alleviates pressure on host

states to grant citizenship rights to stateless persons. Finally, as there are

significant asymmetries in technical capacity in developing countries,

governments often contract private foreign firms to develop and maintain digital

identity systems. For example, Huawei employees are stationed in Kenyan police

bureau offices and Kenyan biometric data is located in Shanghai as a result of this

partnership.

Source: Unsplash/Gilles Lambert 

Digital surveillance has become a feature of modernity. In his 2007 book 

Surveillance Studies, the Canadian sociologist David Lyon describes surveillance

as “the focused, systematic, and routine attention to personal details for the

purposes of influence, management, protection, or direction.”  Scholars have

different perspectives regarding the extent to which digital surveillance

represents a contemporary manifestation of Jeremy Bentham's panopticon, a

prison architecture in which inmates are watched from a tower in which the
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watcher is not visible.  While some argue that digital surveillance adheres to the

fundamental dichotomy of the “watcher” and the “watched,” others contend

that it aligns more closely with the notion of a “surveillant assemblage,” in which

individuals are transformed into discrete data flows and are subsequently

reassembled as virtual “data doubles,” targeted for behavioral intervention.

These conceptions, plus the use of surveillance in totalitarian regimes, carry

negative connotations, but digital surveillance can yield societal benefits. For

instance, surveillance is used to manage and contain disease outbreaks as well as

prevent crime.

But states and corporations also use digital surveillance to repress populations,

violate rights to expression and privacy, and extract value from individuals.

Autocratic states, especially, use digital surveillance systems in a manner that

evokes the panopticon.  Perhaps the most extreme example at the moment is in

the western Chinese province of Xinjiang, where the state uses a pervasive

surveillance system involving biometric and digital checkpoints, tracking apps,

big data processing systems, and social behavior data gathering to control the

Muslim Uyghur minority.  This type of surveillance aims to internalize control,

morals, and values within the population, reinforcing the state's disciplinary

power.

Western democracies also surveil their citizenry for “national security” purposes.

Although Snowden’s disclosures of widespread surveillance of U.S. citizens

eventually led to Congress banning the practice, the U.S. government still

routinely surveils the public. According to a 2021 report by the Office of the

Director of National Intelligence (ODNI), 3.4 million warrantless searches of

Americans’ phone, email, and text records were conducted in 2021, as a result of

Section 702 of the Foreign Intelligence Surveillance Act.

In June 2023, ODNI reported that the U.S. government was voiding the Fourth

Amendment by purchasing private data through data brokers. This report

asserted that the “U.S. government believes it can ‘persistently’ track the phones

of ‘millions of Americans’ without a warrant, so long as it pays for the

information.”  States also partake in this practice, particularly in monitoring

social media accounts. Harms associated with these activities include eroding

privacy, stifling open communication online due to fear of being monitored,

misinterpreting the significance of social media activity, or erroneously

attributing criminal conduct based on social media engagement.  Because of

long-standing societal biases, communities of color face an increased risk of

surveillance, which exacerbates discrimination and perpetuates power inequities.

In the digital surveillance industry, the separation between the public and private

sectors has become blurred. Private firms often carry out government-led

surveillance, and corporate surveillance only exists in a conducive regulatory

environment. Private companies have pioneered a lucrative business practice

known as “surveillance capitalism.”  Shoshana Zuboff, an American social
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psychologist and well-known critic of the tech industry, describes surveillance

capitalism as a “new economic order that claims human experience as free raw

material for hidden commercial practices of extraction, prediction, and sales.”

Corporations gain access to personal data through their terms and conditions

service agreements in which users give away their privacy in exchange for a free

online service, such as access to friends’ photos or medical and legal advice.

Sometimes, companies do not even ask for permission; Google’s Street View

deploys cameras to take photos of people’s private residences without gaining

consent from property owners.  This asymmetry of knowledge between

surveillance capitalists and users results in an asymmetry of power, as there is

little to no oversight of these practices. Zuboff calls this imbalance

“instrumentarian power,” which is a “ubiquitous, sensate, computational,

actuating global architecture that renders, monitors, computes, and modifies

human behavior.”

Transnational Cybercrime

Ever since computer systems have been networked, there has been criminal

activity occurring on them. In 1983, when the internet’s predecessor, the

Advanced Research Projects Agency Network (ARPANET), was still relatively

small, the Federal Bureau of Investigation arrested a group of six young men who

had used personal computers and dial-up modems to hack into, and in some

cases damage, more than 60 computer systems, including at the Los Alamos

National Laboratory.  A year later, an informant estimated that each year

hackers were committing $200 million in credit card fraud and stealing $100

million in software.

As the globalized internet has expanded, so has transnational cybercrime,

proliferating to encompass a wide range of harmful activities targeting computer

systems, critical infrastructure, organizations, and individuals. This type of crime

has become more sophisticated, commercialized, and pervasive. Whereas most

cybercrime was once carried out by individuals or groups of hackers, researchers

and law enforcement officials have documented a rise in online criminal groups

that regulate or control the production or distribution of a specific illicit product

or service, much in the same way a mafia supplies protection or a cartel

distributes narcotics.

Accurate data are hard to come by for the scale and scope of cybercrime, but

credible estimates say that damages increase 15 percent per year, going from $3

trillion in 2015 to a projected $10.5 trillion by 2025.  Of particular note,

ransomware attacks, whereby an attacker uses software that encrypts a user’s

files and demands payment in exchange for the key, were up 62 percent

worldwide from 2019 to 2020, with costs from these attacks increasing more than

60-fold, from $325 million in 2015 to $20 billion in 2021.  In 2021, U.S. security
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agencies reported observing ransomware incidents in 14 of 16 critical

infrastructure sectors.  The highest profile of these was an attack that forced the

temporary shutdown of 5,500 miles of the Colonial Pipeline on the East Coast,

causing gasoline and jet fuel shortages that triggered a rise in gas prices.

Though cybercrime is an ever-worsening global challenge, there is no precise

definition of or consensus on what constitutes a cybercrime, nor are there

agreed-upon classification systems that can account for the range of profit-

seeking, ideological, and malicious cyber-activities that could qualify.  In

scholarly literature, the two most-cited definitions of cybercrime are (1)

“computer-mediated activities which are either illegal or considered illicit by

certain parties and which can be conducted through global electronic networks”

 and (2) “any crime that is facilitated or committed using a computer, network,

or hardware device.”  Such definitions are so vague as to lack utility, which has

led researchers and policymakers to rely on various, often competing,

classification systems. The most basic of these distinguishes between “cyber-

enabled” crimes—traditional crimes such as money-laundering, drug trafficking,

or terrorism that are facilitated by digital technology—and “cyber-dependent”

offenses—crimes such as distributed denial-of-service or ransomware attacks

that only exist in the digital world.  Others establish even more categories.

This definitional ambiguity has implications in the worlds of policy and law.

Regulatory and legal regimes vary widely across jurisdictions, confounding

attempts at international cooperation and legal harmonization.  The

transnational nature of the digital domain means that cyber criminals can move

their operations to less-regulated jurisdictions.

Government attempts to harmonize national laws have faced opposition. The

Council of Europe, with participation from Canada, Japan, the Philippines, South

Africa, and the U.S., drew up a legally binding treaty known as the Budapest

Convention that opened for signature in 2001. The Convention established 14

different cybercrime offenses grouped under a four-category classification

system, to which a fifth category was added in 2003: (1) Offenses against the

Confidentiality, Integrity, and Availability of Computer Data and Systems; (2)

Computer-Related Offenses; (3) Content-Related Offenses; (4) Offenses Related

to Infringements of Copyright and Related Rights; and (5) Acts of a Racist and

Xenophobic Nature Committed through Computer Systems.

Members of the Digital Futures Task Force working group on cybercrime agreed

that this taxonomy was out of date and too technical. It omits a range of harmful

cyber-related or cyber-enabled criminal activities, such as election interference

and other political crimes and various forms of online hate speech. As of 2021,

only 68 nations were party to the Budapest Convention. Some non-signatory

nations agreed with the content of the Convention but not the process by which it

was created. India, for instance, cooperated with the Council of Europe to bring

its cybercrime legislation in line with the Budapest Convention in 2008, though it
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refused to sign, in part because it did not participate in its negotiation.

Autocratic states, many of which sponsor transnational cybercrime activities,

opposed the principles of the Convention and organized to undermine it. Russia

is the leader of this effort. Although Russia was a member of the Council of

Europe at the time the Budapest Convention was negotiated, internal domestic

views on the part of the ruling regime in the Kremlin have colored Russia’s

subsequent criticism of the Budapest Convention. Before Russia exited the

Council of Europe in March 2022 on the heels of the war in Ukraine, Kremlin

representatives claimed the treaty violated state sovereignty by enabling cross-

border cybercrime operations.

In 2019, Russia, along with Belarus, Cambodia, China, Iran, Myanmar,

Nicaragua, Syria, and Venezuela, presented a resolution to the UN General

Assembly calling for the establishment of an international convention to combat

cybercrime.  Though the U.S., EU, and other signatories to the Budapest

Convention opposed the motion, the resolution passed, leading to negotiations

that, as of this writing, are ongoing. Language in the resolution, as well as a

Russian draft treaty backed by China, proposed a vague definition of cybercrime,

prompting the assertion by the U.S., EU, and other states, as well as human and

digital rights groups, that the intention of this resolution was to give cover for

autocratic states wanting to criminalize ordinary online expression and to

exercise greater state control over the internet.  The Russian-led effort to

establish an international cybercrime convention at the UN is part of a larger

campaign that autocracies are waging in international fora such as the

International Telecommunication Union, to change global cyber norms and

governance, such that the internet is brought under greater state control.

In the view of the Digital Futures Task Force working group on cybercrime, a

useful global-consensus taxonomy of cybercrime would be nearly impossible.

Putting aside the fact that some states sponsor transnational cybercrime,

different regions and groups experience cybercrime differently. Norms

surrounding privacy and acceptable speech vary from one jurisdiction and

culture to another, for instance. In addition, technical literacy and capacity

determine the real and perceived harm of a cybercrime. Low-income countries

might have justifiably little interest in passing cybercrime legislation when lack of

broadband access or electricity are more pressing concerns for the population.

A more tractable approach, therefore, might be to define and categorize

cybercrime on a regional basis. Venues for such efforts already exist. For

instance, since 2013, the Association of Southeast Asian Nations (ASEAN) has

convened a Senior Officials Meeting on Transnational Cybercrime to coordinate

regional approaches to cybercrime, share information, conduct training, and

carry out capacity-building activities. But the group agreed that the borderless

nature of digital space confounds a regional approach. Criminal activity would

shift to the most lenient, and, in many cases, the most vulnerable parts of the

world.
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One solution to this problem could be to distinguish between technical

cybercrimes and social cybercrimes. Technical crimes—offenses against the

confidentiality, integrity, and availability of computer data and systems—are

universally measurable and consistent, whereas social cybercrimes are context-

dependent. This leads to the idea that instead of focusing on the supply side (i.e.,

the perpetrators of cybercrimes), one could base a definitional framework around

the demand side—the targets and victims. A definition rooted in this approach

might stand a better chance of global acceptance, while allowing for local

variation and national self-determination. The autocracies that sponsor and

enable transnational cybercrime would still defect, but a demand-side

framework might also encourage a greater emphasis on demand-side governance

solutions: capacity building, victim compensation, and cyber awareness and

education. As a practical matter that might be a more promising governance

approach, since, so long as autocracies continue to enable transnational

cybercrime, curbing the global supply of cybercriminal activity will be a

challenge.
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The Global Digital Governance Map

Currently, a patchwork of national regulatory regimes, multilateral bodies,

corporate policies, and multi-stakeholder organizations governs the various

layers of the digital domain. Internet governance has traditionally fallen to the

private sector and technical community, as internet service providers and

telecommunications companies built and own much of the world’s network

infrastructure. Among nations, there is little agreement over the rules of

cyberspace. The establishment of the World Wide Web in 1991 came at the start

of a short-lived period of American hegemony, and as the internet expanded

globally nations mostly deferred to U.S. norms for cyberspace. But as the world

has become multipolar in the twenty-first century, governance of the digital

domain is an increasingly contested front line in geopolitical power struggles.

Different nation-states now have distinct and divergent digital governance

models. The three major standard-setters are the U.S., European Union, and

China. The U.S. prioritizes the interests of the firm, regulating lightly and

allowing tech companies wide remit to govern, innovate, and acquire power. The

EU puts more stock in the interests of consumers, or end users, by using its

regulatory might to impose protections and limit anti-competitive corporate

practices. In China, the state takes precedence, as the digital economy is made to

conform to the ideological and policy goals of the autocratic Chinese Communist

Party. Other nations have for the most part followed one of these models, or

adopted elements of each, though a distinct fourth approach is emerging in India,

which, through public-private partnerships, has developed the world’s most

extensive national digital infrastructure to drive economic development and

inclusion, at times at the expense of individual rights and liberties.

Multilateral bodies, especially those housed in the UN system, such as the

International Telecommunication Union (ITU), play a critical role in setting

worldwide technical standards and managing network infrastructure.

Increasingly, these fora have become arenas for competition between Western

democracies and their allies and authoritarian states, such as Russia and China,

which seek to exert greater control over the global internet. Amid this power

struggle, good-faith multilateral efforts to develop international treaties and

definitions have stalled or failed.

In the absence of global rules, multinational technology companies have created

their own governing regimes. Tech behemoths such as Meta and Google, with

trillion-dollar-plus market capitalizations and billions of people worldwide using

their products, enact policies that would typically be the purview of governments,

such as regulating international payments and commerce and determining the

limits of free speech.
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Because the internet is a public, private, and civic enterprise, many point to

multi-stakeholderism as the archetype for governing the digital domain. Already,

bodies that bring together governments, civil society, the private sector, and the

technical community perform essential governance functions. The preeminent

example is the Internet Corporation for Assigned Names and Numbers (ICANN),

a nonprofit that manages the address book of the indexed internet and without

which the web would cease to work.

The United States: Laissez-Faire, Market-First Techno-Capitalism

The de facto standard-setter for global digital governance is the U.S., which takes

a laissez-faire approach that is conducive for innovation and growth but offers

scant protection to consumers and allows extensive harm to users and

institutions. The internet was developed in the U.S. with government backing in

the 1960s. It evolved principally from the Department of Defense Advanced

Research Projects Agency Network (ARPANET) project. Its principle inventors

sought to be able to quickly and smoothly enable the exchange and transfer of

information across remote decentralized networks of computer terminals. Its

formation involved universities, companies, and scores of independent

researchers and technical experts.

The functional design of the internet’s architecture was open and interoperable,

with open protocols allowing different devices and networks to plug in and for

anyone to build tools and services. A hands-off approach enabled this ecosystem

to flourish, and though the U.S. government has played a governance role—the

U.S. Department of Commerce supervised ICANN until 2016, for instance—it

generally has allowed the digital domain to remain an open system of

information exchange. A techno-utopian libertarianism (what two social

theorists in 1996 called the “Californian Ideology”) prevailed in Silicon Valley,

furthering the notion that government interference in the digital economy would

threaten innovation and growth.  This mindset persists: In unveiling a

framework for AI legislation in June 2023, Senate Majority Leader Chuck

Schumer emphasized, above all else, that AI regulation must “prioritize

innovation.”
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Aerial photo of Apple campus building in Cupertino, CA: December 13, 2017. 

Source: Shutterstock 

U.S. tech regulation reflects this idea that “less is more.” Legal doctrines that

have curbed the power of other industries have not applied to internet

companies. The consumer welfare standard that informs antitrust law, which

defines monopolistic behavior in terms of financial harm to consumers, does not

apply to free services such as online search or social media. Section 230 of the

Communications Decency Act of 1996 shields tech firms from liability for

content posted on their sites and platforms. Though Section 230 facilitated the

growth of an open internet by allowing user-generated content to flourish—

services such as Wikipedia could not exist without it—it also has enabled tech

platforms to elude responsibility for harmful content posted on their sites, not

just at home but abroad. Even if these companies are sued by users in other

nations, they are free from liability in their home country.

Most digital regulation and policy is state- or sector-specific. For example, the

federal government has enacted data protection and privacy legislation in sectors

such as health and education—through the Health Information Portability and

Accountability Act (HIPAA) and the Family Educational Rights and Privacy Act

(FERPA), respectively. Regulations like HIPAA have limited applicability beyond

medical and insurance providers. If someone searches for a medical condition on

Google, HIPAA does not protect that person’s private health data from being

collected, stored, and exploited. In the absence of comprehensive federal data

protection legislation, a number of states, such as California, Colorado,
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Connecticut, and Virginia, have enacted their own regulations, with many

additional states poised to implement legislation in the coming years.

The one area where the federal government has taken a more active approach to

tech regulation is in national defense vis-à-vis China. In response to what is

perceived to be a national security threat, the government banned the sale of

equipment produced by Chinese company Huawei in 2022. The U.S. claims that

Huawei has violated international sanctions and its equipment could be used to

conduct cyber espionage.  The U.S. federal and state governments have also

banned Chinese social media platform TikTok on government-owned devices.

Montana has banned the app outright, and it will no longer be available for

download in the state starting in 2024.  These policies are symptomatic of a

fear, perhaps misplaced or exaggerated, that the Chinese government will be able

to access commercially-acquired information of American citizens, posing a

threat to national security.

American influence on global digital governance stems in part from the

expansion of U.S.-headquartered tech firms abroad. The capital power held by

American tech companies allows the U.S. to co-govern the digital world. While

this growth has historically yielded advantages, such as the promotion of

American values like free speech, the concentration of power among American

big tech companies marginalizes those who were not initially considered during

the system's design, raising concerns about diversity, equity, and inclusivity

online. The exportation of the Silicon Valley model has led to a proliferation of

harms, leaving users vulnerable and lacking recourse against large multinational

tech corporations that operate with limited oversight in areas such as content

moderation and data collection. Several nations have undertaken measures to

rein in “Big Tech” and assume responsibility in areas where the U.S. government

has been absent.

The European Union: User Sovereignty above All

The EU has taken a heavy-handed approach to digital regulation in the interest of

protecting the rights of its users. An additional unstated, but widely

acknowledged subtext of current EU regulation is the desire to mitigate potential

harms posed by monopolistic behavior to the economic interests of European

member states that have struggled to innovate in the digital sphere at the same

rate of speed as the United States and China. From data privacy protections to AI,

the EU has been at the forefront of rights-based digital governance, making it

what many would consider the “world’s greatest regulatory superpower.”

Observers talk of the “Brussels Effect,” which refers to non-European

governments aligning their digital regulatory frameworks with those of the

European market.
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The Brussels Effect enables the EU to be a normative power that exerts

ideological influence around the world, promoting values such as democracy,

respect for human rights, anti-monopolistic free markets, and responsible

innovation. For example, the EU’s Digital Services Act (DSA) aims to shape the

values of very large online platforms (VLOPs), sites with over 45 million monthly

active users in the EU. The DSA bans advertising based on profiling and using

categories of special sensitive data (such as sexual orientation or religion);

increases transparency in algorithmic content moderation; dictates response

mechanisms when illegal content is detected online; informs users about content

recommendation decisions; and requires VLOPs to perform due diligence such as

risk assessments.  The goal of the legislation is to influence non-EU tech

platforms to adhere to European value systems, at least when operating within

the borders of the bloc.

Additionally, the EU and its member nations have been appointing tech

diplomats to the seat of digital power in Silicon Valley, led by the appointment of

the Danish Tech Ambassador in 2017. Instead of engaging with tech company

public policy teams in their home country, these representatives seek to influence

the firms’ executives and decision-makers. Tech diplomats engage regularly with

VLOPs and other companies to discuss topics like digital human rights,

responsible innovation, and disinformation. In 2022, the EU appointed a digital

envoy to San Francisco to act as a “digital enforcer” to help tech companies

comply with legislation such as the DSA.

The EU’s most recent contribution to the digital governance landscape is its draft

AI Act.  The EU is taking an ex ante, risk-based approach to AI, attempting to

regulate the technology before a crisis erupts. Jaron Lanier, an American

computer scientist and writer, summarizes the Act as “the right to not be

manipulated by computation.”  Under the proposed legislation, the EU has

developed a differentiation of harms dependent on AI risk. For example, AI

systems with “unacceptable risks” such as AI for social scoring or predictive

policing would be banned outright, while high-risk applications such as

consumer products and AI used for socioeconomic decisions would be subject to

certain requirements.  This bill also assigns recommender systems on social

media platforms to the “high risk” category, effectively subjecting these sites to

more scrutiny and increased liability for their content.

The regulatory power afforded by the size of the EU common market has been a

boon for the single-currency bloc, as it lacks the technological supremacy and

regulatory frameworks for private industry innovation required to otherwise be a

significant player in the digital realm. Research by McKinsey & Company

corroborates this point: A 2022 report found that European companies

underperform relative to those located in other regions as they are growing more

slowly, investing less in research and development, and banking lower returns.

Central to the European approach is an increased desire for digital sovereignty as
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the bloc seeks to bolster its private sector, which is more inclined to uphold

European values compared to foreign multinational corporations.

China: Digital Authoritarianism

Public surveillance cameras on a pole in Shanghai, China: February, 19 2021. 

Source: Shutterstock 

The Chinese model of digital governance relies on authoritarian control to

advance the ideological and policy goals of the state. This model envisions a

world not of a single, open global internet, but of an internet fractured along

territorial lines. “Within Chinese territory the Internet is under the jurisdiction of

Chinese sovereignty,” declared a 2010 white paper from the Chinese State

Council Information Office.  In practice, the Chinese Communist Party exerts

significant technical and social control over cyberspace, mediating the country’s

connection to the global internet and maintaining the world’s most

comprehensive online censorship regime. At the same time, the Party has set

ambitious goals for high-tech innovation, protected and policed technology

companies, and driven public and private investment into the tech sector—efforts

that a group of New America cybersecurity researchers say “arguably constitute

the most comprehensive framework for [information and communications

technology] governance currently underway globally.”

The government’s digital control starts at the infrastructure level, where the

Ministry of Industry and Information Technology strictly oversees the country’s
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gateways to the global internet and restricts cross-border information requests

and access to servers abroad.  This enables what Western media calls the

“Great Firewall,” a massive online content censorship and surveillance apparatus

that relies on deep packet inspection and other tools to block many foreign

websites and online platforms and requires domestic companies, websites, and

platforms to moderate and remove content deemed harmful or undesirable by

the government. Though the Great Firewall has existed since 2000, in recent

years it has become more expansive and sophisticated, deploying AI tools for

content censorship, cracking down on virtual private networks (VPNs), giving

social scores to companies, and blocking a greater array of content.  The

government will also order ISPs and telecommunications companies to shut

down internet and mobile service to quell online dissent and expression in areas

ranging from entire regions to individual families.  Chinese authorities make

extensive use of digital surveillance technologies, ranging from AI-powered

cameras to biometric sensors, to both enhance the quality of life for citizens, such

as by mitigating traffic congestion, and to advance social governance goals, such

as to control the lives of minority populations.

An assertive regulatory ecosystem aligns digital technology with state priorities.

Closing off the Chinese internet to foreign tech platforms such as Google and

Facebook enabled the rise of homegrown companies, such as Alibaba in e-

commerce, Baidu in search, and Tencent for social media and other internet

holdings. Over the past five years, Chinese regulators have taken steps to

constrain the tech sector, including launching antitrust probes and levying fines;

enforcing data security protocols intended to ensure that Chinese personal data

collected by private companies stays in China; and curbing what leaders called

the “disorderly expansion of capital” at the expense of the public interest,

including halting approvals for new companies and suspending the initial public

offering of financial technology company Ant Group.  Observers have noted

that this so-called crackdown not only asserts the Party’s control over big tech,

but it also serves policy goals, such as macroeconomic stability and the reduction

of foreign influence over the sector.

As its geopolitical clout has grown, China has become a cyber norm

entrepreneur, rallying not just other autocracies but also smaller countries that

may feel colonized by American tech giants behind its vision of digital

sovereignty.  Through its “Digital Silk Road” initiative, China has sold digital

hardware and constructed network infrastructure in the developing world, often

at a lower cost than Western competitors. At the same time, other countries, from

Zimbabwe to Venezuela, have purchased Chinese surveillance technologies and

sought to construct their own versions of the Great Firewall.
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India: Techno-Nationalism

A fourth digital governance trendsetter is emerging: India. Though still a lower-

middle-income country with a per capita GDP of $2,388 and the world’s largest

population (at 1.4 billion), India is undergoing a rapid digital transformation.

From 2014 to 2019, the digital economy grew at a rate of 15.6 percent, two-and-a-

half times that of the economy overall.  India has made homegrown digitization

a cornerstone of its national development and international identity. The

hallmark of its model is a national digital infrastructure, built through public-

private partnerships, that is neither laissez-faire nor entirely state-controlled.

The “India Stack,” as the country’s digital infrastructure is called, is a unified,

interoperable software platform with government-backed application

programming interfaces (APIs) upon which third parties can build applications.

The base layer is a digital ID system called Aadhar, Hindi for “foundation,”

which uses biometric and demographic data to assign each person a 12-digit

identity number recognized by government agencies, banks,

telecommunications companies, and others. It was developed by a team led by

software entrepreneurs working within a government authority under the

Ministry of Electronics and Information Technology. Launched in 2009 when

only 13 percent of Indians had a verifiable identity, by June 2023 almost the entire

population of 1.4 billion had a digital ID.

Identity verification enables the next layers of the stack, the first of which is the

Unified Payments Interface, an interoperable transactions system that links

banks, mobile fintech apps, and any other online payment service to enable

instant transfers at near-zero cost. Overseen by the central bank and managed by

a government-backed nonprofit, the interface is used by the government to

deliver welfare benefits and by people to pay bills, transfer remittances, and

purchase goods. India is now the world leader in real-time digital payment

transactions, recording 65 transactions per capita per year, compared with 12 in

China and 8 in the U.S.  The next layer is a digital database called DigiLocker, in

which individuals can store and share paperless documents such as driving

licenses, medical records, and academic credentials. Additional layers are in

development, such as the Open Network for Digital Commerce, an interoperable

e-commerce system that would enable customers to order, pay for, and have

delivered goods from services that are all registered to different apps, in contrast

to walled-off platforms such as Amazon that control every step from seller to

customer.

The India Stack has driven financial inclusion, improved government capacity to

deliver benefits and services, and stimulated entrepreneurship, as open,

interoperable systems in payments or ecommerce, for instance, help create a

level playing field that diminishes the ability for large companies to dictate terms

and acquire monopolistic positions. At the same time, concerns about privacy,

data security, and surveillance have arisen, as the government and companies are
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gathering vast quantities of personal information with few guardrails in place. A

recently passed Digital Personal Data Protection Bill will require data fiduciaries

to apply adequate security measures to protect user data, but it also grants the

government the authority to exempt state agencies from those provisions, a

carve-out that digital rights activists argue could lead to increased government

surveillance.

As the holder of the G20 presidency in 2023, India has launched a diplomatic

effort to promote the India Stack model and encourage its adoption across the

developing world. But though the government champions its open, interoperable

digital infrastructure, it also exercises control over aspects of the digital domain

to promote government priorities. The government uses digital platforms to

spread sometimes inflammatory Hindu-nationalist messaging and often

demands those same platforms remove content of opposition parties and groups.

India has banned foreign apps—Chinese ones especially—in the name of national

security and digital sovereignty. According to Access Now, there were more

internet shutdowns in India over the last five years than in any other nation,

carried out to silence critics, prevent insurgents from organizing, and to prevent

cheating in school exams or government job entrance tests.

Multilateral Institutions: Sovereignty Divides and Weaponized
Interdependence

In digital governance, multilateral organizations have played critical roles in

setting technical standards, managing network infrastructure, and shaping cyber

norms that enable an open global internet to exist. But increasingly, they are

battlegrounds in which states with competing visions for the digital future vie for

influence. The primary fault line is between the Western democracies and their

allies who seek to preserve an open global internet, and the autocracies who wish

to see states exercise greater control over the internet and extend national

territorial-based sovereignty into the digital domain.

The most powerful multilateral body is the International Telecommunication

Union (ITU), which was established in 1865 to regulate the telegraph industry

and is now a UN specialized agency with the mandate to ensure “networks and

technologies seamlessly interconnect,” as well as to improve worldwide access to

information and communication technology.  Among other things, its 193

member-states and 900 private sector members develop policy and regulations

that determine the international standards for internet connectivity, 5G

technology, and other information and communications networks.
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ITU Council Meeting in Geneva, Switzerland: July 11, 2023. 

Source: ©ITU/D.Woldu 

Contests over those standards have intensified, as China, Russia, and other

authoritarian states have pushed an agenda at the ITU that experts say would

reshape the global internet from an open, largely free network of networks to a

fragmented “splinternet” controlled by nation-states.  China has repeatedly

proposed a new internet protocol (IP) that would, among other things, require

internet users to register themselves to access many online services and enable

governments to more easily and quickly shut off parts of the internet.

According to a group of Oxford University researchers, implementation of the

new IP would “splinter the global internet’s shared and ubiquitous architecture”;

lead to state-dominated internet governance that excludes companies and civil

society; and weaken cybersecurity, enable human rights violations, and widen

the digital divide.  The defeat of the new IP proposals, plus the victory of a U.S.

representative as secretary general of the ITU over a Russian candidate, after a

pitched election that pitted the authoritarian vision against the open one, has

meant the preservation of the status quo, for now.

The battle within the ITU is emblematic of the war over digital governance

playing out across intergovernmental organizations. Media have reported that

China is pursuing a “well-resourced and widespread targeting of key, but low-

ranking, positions in global digital standards agencies to push its own agenda.”

American researchers Jeffrey Ding, Paul Triolo, and Samm Sacks describe how

China’s government “views standards as playing a significant role in the

country’s aspirations for AI leadership” and has accordingly sought to play a

leadership role on the International Organization for Standardization (ISO) and
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International Electrotechnical Commission (IEC) subcommittees responsible for

developing these standards.  The fight is also playing out over the norms of

cyberspace. In the UN Open-Ended Working Group, a body tasked with

negotiating an international convention on cybercrime, autocracies are pushing

for a broad and vague definition of cybercrime that digital rights experts say

would justify greater government control over online activity and expression.

Big Tech: Self-Governance and De Facto Dominance

A handful of American tech companies are the most highly capitalized, and

arguably powerful, corporations in the world. Four of the planet’s five largest

companies are U.S. tech firms: Apple, Microsoft, Alphabet, Amazon, and Meta,

with a combined market cap of more than $9 trillion  as of August 2023, larger

than the GDP of any single nation save the U.S. and China.

Big Tech’s products are used by populations greater in size than that of any

country. Facebook has 3.03 billion monthly active users as of June 2023;

WhatsApp has 2.7 billion as of July 2023; and Instagram has 2.6 billion.  Some

3.6 billion use Alphabet’s smartphone operating system Android.  YouTube,

which is owned by Alphabet, has 2.7 billion monthly active users.  Alphabet’s

Google is the most visited website in the world, with 92 percent of the online

search market and an estimated 4.3 billion users.  The ubiquity of its products
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means that American Big Tech not only wields market power but it “directly

affect[s] the livelihoods, relationships, security, and even thought patterns of

billions of people across the globe,” according to American political scientist Ian

Bremmer.

These companies now exert geopolitical influence that rivals states and exercise

governance over domains that were traditionally the sole purview of

governments. The power of Silicon Valley tech giants derives first from highly

concentrated corporate control over knowledge and discourse, which in turn

shapes both applications and the regulatory environment. Such so-called Big

Tech power also stems from the ability of big companies with large capitalization

to shape the platforms and infrastructures that facilitate and enable

communication and information exchange, including through the purchase or

elimination of smaller competitors and the assertion of monopolistic power over

technologies that overlap with and rely on the products of multiple industries.

For instance, in 2021, Meta, in what was later revealed to be a negotiation tactic to

thwart a proposed Australian law that would require the company to pay news

industry outlets for their content that appeared on Facebook, briefly blocked all

news on Australian Facebook as well as Australian government and hospital

pages.  The move effectively restricted digital access to public services and

information amid the country’s COVID-19 vaccine rollout and wildfire season.

Facebook and Twitter (now X) regularly make decisions about the acceptable

limits of free speech without democratic process. The growing governance power

of big tech has prompted commentators to declare the dawn of a “digital world

order” and the fact that “net states [rule] the world.”

“While the U.S. has traditionally been the foremost exporter
of democracy, it now exports the technology that has and will
continue to disrupt democracies worldwide.”

The highly permissive U.S. regulatory approach has enabled Big Tech to largely

govern itself. The companies write their own community guidelines for content

moderation, which Georgetown Law Professor Anupam Chander says are

“modified only as necessary in the face of enforcement efforts by foreign

governments or negative publicity.”  Though at times aligned with and

influenced by U.S. national interests and values, these corporations are, above all

else, driven to maximize profit or shareholder returns, so their actions have at

times led to human rights violations and the undermining of democratic norms.
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Facebook’s algorithms have amplified disinformation that has subverted

democratic elections and led to real-world violence, such as in Myanmar where

the spread of hateful content contributed to a brutal ethnic cleansing campaign

against Rohingya Muslims that displaced more than 700,000 people and left as

many as 7,000 dead.  While the U.S. has traditionally been the foremost

exporter of democracy, it now exports the technology that has and will continue

to disrupt democracies worldwide.

Multi-Stakeholder Bodies: Democratic Governance and
Decentralized Issue Resolution

Much of the global digital commons is governed by multi-stakeholder bodies and

processes that include all the players who have a role (or stake) in the functioning,

performance, and outcomes of a particular technology. That may include

governments, companies, intergovernmental organizations (such as UN

agencies), civil society organizations, and technical experts. Multi-stakeholder

bodies are inclusive, able to accommodate multiple perspectives in deliberation

and decision-making processes.

Governance of the internet depends on a decentralized global network of multi-

stakeholder bodies. The most prominent body is ICANN, the organization

responsible for managing the Domain Name System (DNS), the phonebook of

the indexed internet. In the early days of networking before the global internet,

connecting two computers required memorizing their IP address digits. That

changed when American computer scientist Jon Postel developed the DNS,

which organized the names according to their hierarchical domain (such as .com

or .gov) while also storing the information necessary to translate the name into an

IP address in various servers located across the globe. The National Science

Foundation, a U.S. government agency, had oversight of the system until the

growth of the internet in the 1990s prompted the Clinton administration to call

for the privatization of DNS management to promote competition and facilitate

the internet’s international expansion.

In 1998, ICANN was created as a nonprofit public benefit corporation, with a

globally representative governance structure developed in consultation with the

government, business, technical, and engineering communities involved in

managing the internet. Though it would be privately run, the U.S. government

mandated that ICANN operate in a consensus-driven and democratic manner,

“reflect the diversity of [the internet’s] users and their needs,” and “reflect the

bottom-up governance that has characterized development of the internet to

date.”

In practice, the organization is composed of volunteers from 130 countries and

territories that form four advisory committees and three supporting

organizations.  Any member of these groups can raise issues within their

146

147

148

149

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 44



organization, which are then assessed for the potential to become consensus

policy after public comment. Working groups and task forces then develop policy

recommendations, which are subjected to public feedback before final adoption

and implementation by ICANN.  Voting within the organization is sometimes

performed by humming, in which the side with the loudest hum is taken as the

consensus of the membership.

ICANN has been essential for a stable, global internet. And its model carries

lessons for multi-stakeholder governance of any digital technology. ICANN had

the backing of the U.S. government from the start, which conferred legitimacy

and power to the organization. It is not only inclusive, but it also affords its

members ownership of processes and decision-making, since all members can

introduce and vote on policy. ICANN is focused on performing specific, practical

functions. It is not a talk shop, and its mandate is clearly defined. The volunteers

who comprise its membership share a common technical language and

understanding. Critically, its founders said there was a large amount of goodwill

and trust among the various stakeholders who got it up and running.
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Takeaways and First Principles

This three-part analysis—the literature review, expert insights, and global

governance mapping—revealed a through line: Worsening power asymmetries

are at the heart of much conflict, harm, and governance dysfunction in the digital

domain. Whereas the internet emerged and spread as a relatively open,

distributed enterprise, extreme concentrations of power now prevail as a handful

of private companies and nation-states have consolidated control over digital

technologies and spaces. Power is neither the sole nor absolute source of the

world’s digital troubles; the origins of any complex challenge are

multidimensional. But power in and over the digital realm is more concentrated

than ever before and that has created a trajectory for the digital future that

imperils security, equity, and human rights.

“Power in and over the digital realm is more concentrated
than ever before and that has created a trajectory for the
digital future that imperils security, equity, and human
rights.”

First, consider corporate concentrations of power. Commentators have noted

that cycles of decentralization and centralization pervade the history of the

digital technology industry: Computing decentralized when the personal

computer replaced mainframes, but then centralized again with Microsoft’s

proprietary operating system.  Open-source software and open protocols made

for a decentralized world wide web, until Google, Meta, Amazon, and others

used big data to monopolize core online services. Acquisitions and the high cost

of computing hardware needed to train large language models have shifted

cutting-edge AI research and development from a distributed network of

university labs and startups to a handful of tech giants.  (It remains to be seen if

Meta’s decision to release the source code of its LLaMA foundation model will

lead to meaningful decentralization).

Today, in most areas of digital technology, centralization is at a zenith, as a

combination of network effects, anti-competitive practices, and laissez-faire

regulation have enabled American tech companies to become the world’s largest,

most influential firms and carry out policies and practices worldwide that

advance corporate interest, rather than the public interest. National
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governments, too, are concentrating digital power. Big data and ever-more

sophisticated and pervasive surveillance technologies enable state censorship

and control.

Government-ordered internet shutdowns have become more frequent, more

precise, harder to detect, and longer in duration.  Although an American was

elected to lead the ITU, the digital authoritarian model of governance is gaining

ground: In its 2022 annual report, Freedom House, a pro-democracy NGO, found

that internet freedom had declined worldwide for the 12th consecutive year, as

“more governments than ever are exerting control over what people can access

and share online by blocking foreign websites, hoarding personal data, and

centralizing their countries’ technical infrastructure.”

At the same time, the digital domain is the most active battlefield in the

escalating, zero-sum power struggle between the U.S. and China. In addition to

the tussle over cyber norms and technical standards playing out in multilateral

fora, the U.S. and China are vying to limit the other’s access to rare earth

minerals and the development and spread of the other’s digital technologies like

5G infrastructure, subsea internet cables, semiconductors, and cloud computing.

Increasing acrimony in the politics of each country toward the other impedes

cooperation on urgent global digital governance areas, such as AI risk.

This struggle affects all nations, as the great powers push less influential

countries to choose a side, and it shapes the parameters of digitization for the

world. Especially when it comes to AI, considerations of safety, justice, and

human rights take a back seat in the rush, echoed by U.S. policymakers and

commentators, to “win the AI arms race.”

Addressing these global power asymmetries is not simple. Since the issue is

planetary in scope and born of entrenched social, political, and economic

systems, it is not a problem to be solved but a situation to be managed. Though

they can help, new technologies and markets are insufficient tools. It will require

global governance that can diminish concentrations of power and make

institutions and systems more accessible and equitable. It must at the same time

maintain the decentralized, open, and democratic approaches to technological

design and application that have enabled innovation and growth in the digital

economy.

Global digital governance is beyond the scope of a single institution. Rather, as

Anne-Marie Slaughter and Fadi Chehadé have written, it will take a networked,

multi-stakeholder ecosystem able to “co-design digital norms, or actionable rules

and implementation guidelines that give companies and citizens clear incentives

to cooperate responsibly in the digital world.”  Some of these will be national

regulations and international treaties; some will be new multi-stakeholder bodies

in the ICANN mold; some will be private sector initiatives like the Santa Clara
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Principles  or the Frontier Model Forum; and others will be norms and habits of

mind.

In our analysis, many ideas emerged about the frameworks and institutions that

should be a part of this ecosystem. We identified several takeaways from across

the five issue areas of study that could contribute to shaping a more equitable

digital future. Below we identify five first principles that should inform future

interventions and the way forward.

1. Pay It Forward to the Next Generation on AI Governance

It is not a stretch to say that the digital future depends on the global governance

models and principles we build consensus on for AI. These systems are the

cutting edge of digital technology, and they will have an impact on all of the issue

areas examined in this report. Governance will steer the course of the technology

and its outcomes. As the AI researcher Timnit Gebru and her co-authors have

written, AI development “is not a preordained path where our only choice is how

fast to run.”  Global institutions are needed to bend that path toward safety,

equity, and societal benefit. We have an opportunity to get in front of some of the

worst possible harms stemming from AI right now, and if we do so we will be able

to pay it forward to future generations when it comes to ensuring a safe, secure,

and equitable digital domain.

There is no shortage of work on principles and guidelines for safe, ethical AI.

Over the past several years, research labs, companies, governments, and many

others have produced more than 100 sets of principles for safe, trustworthy, and

ethical AI. A 2020 survey of 36 major ethical and rights-based AI principles

documents found a fair amount of consensus, what the authors called a

“normative core,” around the themes of privacy, accountability, safety,

transparency, fairness and non-discrimination, human control of technology,

professional responsibility, and human values.  Since the release of ChatGPT,

the proliferation of guidelines and calls to action have only intensified.

Fewer have tackled the question of what kinds of institutions could govern the

technology and facilitate global adoption of responsible AI principles and

practices. A fragmented global AI governance regime exists, but only among

Western democracies and their allies.  The main players are intergovernmental

organizations, such as the OECD, G7, and the ITU’s AI for Good initiative;

technical and standards associations like the IEEE and ISO/IEC; companies,

such as the AI giants that recently announced the Frontier Model Forum; and

loose partnerships of non-state actors like the Partnership on AI. A slew of

initiatives involving state and local governments, activist movements, research

institutes, NGOs, and others also play a role in agenda-setting and norm-creation

that indirectly influence global outcomes. Bilaterally, the EU-U.S. Trade and
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Technology Council has opened discussions to harmonize the jurisdictions’

emerging regulatory approaches to AI.

None of these “global” efforts involve much of the globe. China is absent, as are

developing nations with the exception of the OECD’s three Latin American

members: Chile, Colombia, and Costa Rica. Given the ease with which AI

models can proliferate across borders, global governance cannot have any gaps. It

must involve the two biggest national players, the U.S. and China, which is no

easy task given the digital competition and acrimonious domestic politics that

dim the prospects for cooperation. Nor can global governance exclude the

developing economies that will not only play an ever-larger role in the digital

ecosystem as they continue to develop, but who are major stakeholders today,

given that the digital economy, AI workforce, and impacts of technology are all

transnational.

The governance model must be multi-stakeholder, involving those in civil

society, ethics, and technical communities, and especially the tech companies

who are developing AI. These firms are sovereign actors with as much power as

nation-states; as Ian Bremmer and Mustafa Suleyman put it, “any regulatory

structure that excludes the real agents of AI power is doomed to fail.”

An AI global governance model would have several objectives. A team of

researchers from DeepMind and a few universities identified four: spreading

beneficial technology, harmonizing regulation, ensuring safe development and

use, and managing geopolitical risks.  Several researchers, experts, and officials

have proposed new international governance bodies and agencies that could

carry out these objectives.

163

164

165

newamerica.org/planetary-politics/reports/governing-the-digital-future/ 49

The challenge, however, is not so much conceptualizing new institutions for

global governance, but overcoming the geopolitical status quo to actually create

them. In the face of entrenched corporate power and the fragmentation, distrust,

and competition among nations—the U.S. and China especially—what kind of

process could be both inclusive and high-level enough to bring all the players to

the table and facilitate the cooperation necessary to stand up new institutions?

Nearly 70 years ago, the world faced an uncertain future due to the proliferation

of nuclear weapons. The Cold War was heating up, with the U.S. and Soviet

Union racing to build more and more-powerful bombs. Albert Einstein and

Bertrand Russell penned a manifesto calling for a global scientific conference to

understand and build consensus for managing the risks posed by the novel

technology. In 1957, 22 eminent scientists from the U.S., Soviet Union, China,

Japan, and six other nations gathered in Pugwash, Nova Scotia.166
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That first meeting spawned follow-up conferences, workshops, study groups, and

symposia, involving an ever-greater number of scientists, experts, and

government officials attending in an unofficial capacity. Pugwash, as the platform

became known, was vital for building global scientific consensus and shaping an

international governance regime to manage nuclear, chemical, and biological

weapons during an era of fraught or frozen relations between the Eastern Bloc

and the Western democracies.  The institution performed essential scientific

and consensus-building work that contributed to the Partial Test Ban Treaty of

1963, the Non-Proliferation Treaty of 1968, and other international agreements

on weapons of mass destruction (WMD).  In a larger sense, Pugwash expanded

global WMD governance beyond nation-states, operationalizing the idea that

national sovereignty was not singular but that the greater interests of humanity

also mattered. In 1995, Pugwash was awarded the Nobel Peace Prize for its

contributions to WMD governance.

AI is vastly different from nuclear technology. AI proliferates easily and has

countless applications, with varying levels of risk. The most powerful systems are

built not by governments but by private companies. Perhaps only with the

exception of autonomous military applications, the nonproliferation and control

regime that has managed nuclear weapons is wholly unsuited for governing AI.

An evolved model of the Pugwash conference format could be just as effective for

AI as it was for WMD. The starting point would be the recognition that AI is a

planetary issue, one that affects societies worldwide, regardless of whether they

own or develop the technology. Countries large and small will adopt, shape, and

experience the consequences of AI systems; everyone has a stake in their safe,

beneficial development and use. Thus, governance of the technology must be

multi-stakeholder and globally representative, not left solely in the hands of the

most powerful nations and corporations.

Just as the original Pugwash conferences made progress on WMD governance by

involving scientists and experts representing non-national interests, a similar

effort for AI would need to grapple with the challenge posed by not only national

sovereignty, but also corporate sovereignty. Primarily, that means facilitating

productive cooperation between the U.S. and China. Despite political tensions,

the two countries’ scientific and research communities frequently collaborate:

Chinese and American AI researchers teamed up to publish more articles

between 2010 and 2021 than collaborators from any two other nations.  And, it

means building cross-sectoral consensus that can translate to regulation or other

forms of pressure that can diminish corporate power and positively shape

corporate behavior.
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2. Invest in Distributed Access and Failsafes to Safeguard
Connectivity

Concentration of power and inequality characterize various types of digital

access, whether to the internet or to emerging technologies like AI models.

Harmful outcomes, especially those that emerge from disparities between

developing and wealthy nations, will persist so long as ownership and access are

concentrated in the rich world. The absence of technology means underserved

populations miss out on the benefits; the presence of technology developed by

and for a different population can have unintended, dangerous consequences.

Global governance should go beyond simply managing risks and harms. It should

recognize that digital access is a priority for development as well as for security:

Inequalities and economic disruption resulting from AI and other emerging

technologies risk stoking populism and dangerous social upheaval.

Despite advances in network technology, internet access is still highly centralized

in ISPs. In many countries, these gatekeepers are either private monopolies or

state-owned enterprises, often subject to government influence and control,

which enables arbitrary shutdowns. In other countries, these gatekeepers lack the

profit incentive to provide broadband or mobile service in marginalized, poor, or

rural communities. They might have political clout that enables them to block

competitors from entering a market.  The first objective laid out in the UN

Secretary General’s Roadmap for Digital Cooperation is to achieve universal

connectivity by 2030.  That connectivity will only be meaningful if distributed

modes of access are made available.

Multilateral development banks and agencies should increase investments in

“fail-safes” that can help shift the stewardship of connectivity away from ISPs

and corporate power toward a more distributed model based on various multi-

stakeholder initiatives that enable multiple access points, multiple providers, and

multiple modes and means to connect. Fail-safes are alternative, modularized, or

redundant means of access and connectivity. The World Bank, which is

administering the Digital Development Partnership involving 11 national

governments and three multinational corporations, the United Nations

Development Programme, and other multilateral agencies and partnerships

focused on universal access should promote the development and deployment of

fail-safes.

For instance, satellite internet systems are one type of fail-safe. Solar-based

internet protocols mitigate the power of nation states to block or interrupt access

by optimizing system designs around planetary limitations. Though the first

entrants in this field are private companies such as SpaceX and Amazon, public

agencies such as the European Commission are investing in satellite internet

systems, and it would be easy to imagine new private-public partnerships aimed

at providing affordable or free access in rural, impoverished, or conflict-affected

areas.
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Source: Unsplash/SpaceX 

Some municipalities seeking to strengthen meaningful connectivity for

historically marginalized communities are taking the fail-safe approach,

deploying redundant community and municipal broadband networks. In the city

of Chattanooga, Tennessee, an open network called “the Gig” was built on the

back of a city-owned electricity distribution system and is funded by a bond issue

and a stimulus grant. The Gig charges reasonable rates for some of the fastest

internet speeds on the planet and prioritizes access for low-income individuals.

In New York City, a community network called NYC Mesh taps into existing

internet infrastructure and connects to IXPs to provide a low-cost alternative to

ISPs and more coverage opportunities across the city. Volunteers operate the

network, which relies on user donations to operate. These kinds of local,

grassroots initiatives can provide access to historically marginalized

communities or individuals disenfranchised by the prohibitive costs imposed by

ISPs.

At the same time, governments, multilateral agencies, and companies should

address the divide in access to emerging technologies such as AI systems by

investing in mechanisms that can transfer technology, raise funding, provide

technical assistance, and develop education programs for data literacy. A team of

DeepMind and university researchers, for example, have proposed a public-

private “Frontier AI Collaborative” that would pool funding to purchase

beneficial advanced AI models and then provide access to developing countries.

 The inspiration for the collaborative is GAVI, The Vaccine Alliance, a global

public-private hub that gathers resources to purchase and then deliver vaccines to

the world’s poorest people.
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Instead of directly transferring technology, a multi-stakeholder financing

mechanism could provide grants and blended funding for specific AI or other

emerging technology development projects. Such an institution might emulate

features of the Global Environment Facility, the multilateral fund that finances

environmental and climate change mitigation and adaptation in developing

countries. A true multi-stakeholder analog is the Belmont Forum, a collaborative

of funding organizations, international science councils, and regional consortia

that facilitates international, transdisciplinary research to help understand,

mitigate, and support adaptation to climate change. Since 2009, the Forum has

disbursed hundreds of millions of euros to support 134 projects undertaken by

more than 1,000 scientists hailing from 90 countries.  In addition to helping

with financing, a digitally focused Belmont Forum could provide developing

nations with publicly accessible large datasets to develop and train their own AI

foundation models.

In addition, governments should create incentives to decentralize AI research

and development. For instance, legislation passed by the 117th U.S. Congress

designates roughly $80 billion to regional industrial policy initiatives such as the

U.S. Economic Development Agency’s Tech Hub investments and the National

Science Foundation’s Regional Innovation Engines competition.  Regional

innovation ecosystems such as Southwestern Pennsylvania’s New Economy

Collaborative have received funds to supercharge their robotics and autonomous

technologies sectors. This model of regional innovation hubs could be

implemented globally by increasing investment outside of the U.S. in

nontraditional innovation ecosystems in the developing world, which, as of now,

lack the public and private investment necessary to compete with wealthy

economies.

3. Privilege Regional Principles and Standards in Cybercrime

The battles playing out in multilateral fora between democracies and autocracies

over the standards and norms of the digital domain illustrate the paradox at the

heart of global digital governance. On the one hand, digital space is essentially

borderless, and without universal standards and norms malicious actors will

simply move to lenient jurisdictions. Yet, geopolitical competition and bad-faith

engagement of autocracies stymie the prospects for global consensus on various

cyber issues. Not only that, strict universal standards are not always desirable or

practicable, given the vast differences in digitization across the world.

Regionally based institutions and coalitions of stakeholders that draw from

similar legal and ethical traditions should be privileged when it comes to driving

consensus on policy responses to cybercrime. At the same time, states seeking to

advance global cyber norms that encourage a safe, open, equitable digital

domain should try to generate consensus for widely-acceptable baseline

standards on attribution, accountability, and risk management when it comes to
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cyberattacks and cyber-enabled criminal acts. Even though changing the cyber

behavior of autocracies may prove difficult, democracies have an opportunity to

encourage non-aligned, developing countries to adopt minimum standards and

norms. But in order to succeed, those democracies need to understand and

respect local context and allow countries the agency to tailor digital norms to

their circumstances.

Cybercrime is one area where this approach might yield results. Putting aside the

fact that some states sponsor transnational cybercrime, different regions and

groups experience cybercrime differently. Norms surrounding privacy and

acceptable speech vary from one jurisdiction and culture to another, for instance.

In addition, technical literacy and capacity determine the real and perceived

harm of a cybercrime. Low-income countries might have justifiably little interest

in passing cybercrime legislation when lack of broadband access or electricity are

more pressing concerns for the population. These challenges dim the prospects

of universal support for a comprehensive definition of cybercrime.

The Digital Futures Task Force working group on cybercrime proposed a looser

global framework definition of cybercrime that distinguishes between technical

cybercrimes and social cybercrimes. Democracies then could encourage regional

organizations and clubs, such as ASEAN and ECOWAS (the Economic

Community of West African States), to elevate the issue on their agendas and

categorize cybercrime within that framework on a regional basis. The demand-

side approach could encourage national governments and regional organizations

to prioritize demand-side governance solutions: capacity building, victim

compensation, and cyber awareness and education. As a practical matter, that

might be a more promising governance approach, since, so long as autocracies

continue to enable transnational cybercrime, curbing the global supply of

cybercriminal activity will be a challenge.

4. Practice What You Preach on Surveillance and Spyware

Another area where democracies could do more to shape global cyber norms is in

digital surveillance. The prospect of international agreements prohibiting or

constraining the use of surveillance technologies in the near future appears

remote, as these tools have become indispensable instruments of control for

authoritarian nations. However, the U.S. and other democracies could build

greater international consensus for limiting the export and use of certain harmful

surveillance technologies.

One such type of technology is commercial spyware. Between 2011 and 2023, at

least 74 governments hired commercial firms to acquire spyware and digital

forensic technologies.  These technologies violate privacy rights and also

threaten national security: In 2021, revelations emerged that foreign entities had

used Pegasus software, a hacking tool used to spy on individuals via mobile
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phone, to spy on government officials such as French President Emmanuel

Macron and Pakistan’s Prime Minister Imran Khan.

Following a public outcry amid revelations that the U.S. Federal Bureau of

Investigation had purchased the software, the U.S. blacklisted NSO, the producer

of Pegasus software, nearly bankrupting it. In March 2023, the U.S. announced

rules that restrict the operational use of commercial spyware that poses a risk to

national security.  Across the Atlantic, there have been calls for the E.U. to

implement a moratorium on commercial spyware.  In March 2023, the Biden

Administration issued a joint statement with the governments of Australia,

Canada, Costa Rica, Denmark, France, New Zealand, Norway, Sweden,

Switzerland, and the United Kingdom on their efforts to prevent the proliferation

and misuse of commercial spyware.

While these were promising steps, the U.S. has not fully implemented its own

commitments. Despite its prohibition on the use of commercial spyware, the U.S.

government blacklist is spotty and agencies such as the Drug Enforcement

Administration continue to use spyware tools created by foreign companies.

The U.S. should lead by example and enact a truly government-wide moratorium

on commercial spyware. Otherwise, these declarations and statements ring

hollow. In doing so, the U.S. has the opportunity to shape global cyber norms and

rally foreign partners to implement an international moratorium on the

exportation, sale, and use of spyware. While autocratic nations are unlikely to

endorse such a moratorium, there is a potential for engagement with developing,

non-aligned nations that are frequently the victims of spyware, who may be

inclined to adopt this norm.

5. Redistribute Data Value to Rebalance the Data Protection Equation

Central to the debate on data protection and data sovereignty is the question of

ownership. Who should own the data, and therefore the value, generated by

individuals? As it stands now, those who create data do not own it. In order to

access most digital services, users relinquish their right to ownership per the

website’s terms and conditions. This is by design. The business models of several

of the largest technology companies depend on big data. These companies

generate vast revenues from the personal data of their product users, who

provide that data freely and see no share of the value it affords. Large language

models (LLMs) are the latest example of this imbalance; training an advanced

LLM requires tens of gigabytes of text found on millions of websites. The creators

of this text receive no compensation for its use.

The users who generate big data should have rights and be entitled to

compensation for its use. One mechanism to do this could be a fund that

allocates a “data dividend” to individuals. Modeled after Alaska’s Permanent

Fund, a state-owned corporation that issues every Alaskan an annual payment
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drawn from the proceeds of the state’s oil revenues, a permanent data fund

would pay every resident of a jurisdiction an annual payment for the value of the

data they create and that tech companies use.  National and even state

governments should create data funds, capitalizing them with fees levied on

large tech companies.

Other proposals envision new guilds, unions, or public coalitions that could

collectively bargain with Big Tech companies over compensation and usage

rights for the data they provide.  Because the data of one user is virtually

worthless but the data of many together is valuable, these proposals would

require users to collectively organize and bargain to have any power in the data

economy.  The responsibility of collective bargaining could be taken on by

existing unions or civil society organizations that have the experience needed to

negotiate with Big Tech multinationals.

Next Steps: The Future of the Digital Futures Task Force

In 2024, we plan to reconvene the Digital Futures Task Force and expand its

membership to include even more participants from the developing world and a

larger number of three types of experts: (1) lawyers, who understand the legal

implications and constraints imposed by emergent technologies on shared

conceptions of sovereignty and citizenship; (2) technologists, who understand the

possibilities and limitations of emergent capabilities and utilities; and (3)

ethicists, who understand the social, psychological, and moral ramifications of

emergent technologies. These three disciplines—law, engineering, and ethics—

are essential for developing a sociotechnical approach to digital governance.

The task force will narrow its focus to two areas where acute power asymmetries,

especially between wealthy nations and developing nations, are especially

consequential for the digital future.

The first is global AI governance. There are few multi-stakeholder processes

aimed at creating frameworks and institutions for governing AI; even fewer

include representation from much of the developing world. As an example, one

international assessment seeking to inform global governance models for

artificial general intelligence surveyed 55 AI leaders, not one of whom was from

Africa, South Asia, or Latin America.  Our plan is to change the conversation by

changing who is at the table talking about what is next. The task force will bring a

geographically diverse set of views together to provide a better understanding of

how developing nations experience AI and what their priorities are for its

governance. In this way, we aim to help broaden global engagement in the AI

governance conversation.

The second area the task force will address is the global battle over data

protection and data access playing out in the developing world. The efforts of U.S.
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and Chinese companies to control the data, eyeballs, and network infrastructure

in developing countries is undermining national sovereignty and driving conflict.

The EU, India, and Russia, meanwhile, are carving out their own lanes in this

race for influence over how emergent technologies are governed in developing

economies. A detailed, region-by-region and country-by-country picture of this

frontline in global cyberpolitics is needed, especially in four areas:

Data Sovereignty: Who is laying claim to a country’s data? And how?

Data Protection: Who is supplying a country with surveillance

technologies, big data tools, and the computing resources used in security

and public safety?

Data Access: How do foreign countries and companies influence the

parameters of internet access in a given country?

Agenda Setting: Who is influencing a nation’s decision-making when it

comes to legislation and policy surrounding digital technologies? And

how?

Big picture: The challenge we’ve set for ourselves is to contribute to the dispersed

global effort to bring about more principled stewardship of the digital domain.

The question of how to conceptualize sovereignty is the backbone of many

conversations about the future of the digital domain. The struggles we are now

experiencing over how to think about and define so-called Rubicon thresholds in

the digital domain will have implications for the future of the open internet,

cybersecurity, AI, and the balance of power in the digital domain between

technopolies and nations, citizens and governments, and wealthy and developing

economies. We know that global institutions and fora are bound to proliferate;

that is a good thing. We need more public debate, not less, if we want to get a

handle on the digital future.

• 

• 

• 
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